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Figure 1: We propose spherical structure-from-motion for localization and tracking in large spaces such as auditoriums, or scenic
outdoor locations. 3D points from the system are back-projected and color mapped by depth (blue near, red far).

ABSTRACT

When implementing an Augmented Reality (AR) interface, it is
essential to track camera motion in order to precisely register the
virtual overlay in the view of the user. However, unlike most indoor
AR scenarios, in many outdoor scenarios the user maintains a static
position performing mostly rotational movements. Simultaneous
Localization and Mapping (SLAM) methods typically used to solve
the tracking problem require significant translational camera motion
to perform reliably. The magnitude of the required translation is
proportional to the size of the scene, exacerbating this problem
in large environments such as open places or stadiums. In this
paper, we present an alternative SLAM method, which combines
spherical Structure-from-Motion and a robust 3D tracking method.
We compare our method to ORB SLAM2 in synthetic and real tests,
and show that our method can track more reliably in large spaces,
with simpler calculation due to the spherical motion constraint. We
discuss this issue in the context of implementing an AR interface
for live sport events in stadiums or other open environments, but
possible application scenarios for our technique go beyond and can
be applied to handheld AR in many outdoor environments.

Index Terms: Computing methodologies—Tracking—; Human-
centered computing—Mixed / augmented reality

1 INTRODUCTION

Driven by the availability of programming frameworks such as Vufo-
ria, ARKit, and ARCore, we have seen a wider adoption of handheld
and mobile Augmented Reality (AR) where mobile devices, typ-
ically mobile phones, provide an AR interface to the user. Most
applications focus on small indoor environments where digital ob-
jects are integrated into our physical environment. Examples include
digital enhancements of physical books or magazines, augmentation
of board games, Augmented Reality games, or previewing digital
furniture augmented within our physical environments. While these
environments can be handled well by most AR frameworks, large
and open environments still pose challenges and are consequently
less often targeted.
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Key among these challenges is the precise tracking of a mobile
device’s location and orientation, which is a necessity for AR. When
in outdoor environments or large open areas (e.g. stadiums, large
spaces) users often have a fixed position, they are standing in place
or even seated, observing the scene or event from a single location.
Being fixed in one position means that there is insufficient parallax
for conventional Simultaneous Localization and Mapping (SLAM)
approaches. One approach is to use panoramic trackers [8, 34] to
address these issues. However the motion of the user’s device is not
purely rotational either, which is problematic for panoramic trackers,
which assume a perfect rotation centered around the camera.

We experienced these issues first hand when investigating using
an AR interface in a stadium environment [36] with the goal of
providing live sports spectators rich real-time visualizations and
overlays as they are used in sports broadcasting but this time using
an AR interface on a mobile device. However, being in one position
is not limited to the scenario where spectators are watching a game
or event within a stadium environment. An example where similar
usage patterns have been observed are many outdoor AR applications
utilizing mobile phones, in particular AR browsers on handheld
devices, where users have the tendency to stand in one position and
then rotate their device to explore the surroundings [18–20].

In this work, we address the problem of reliably tracking a camera
in the situation where users mainly perform rotational movements.
We observe that for a static user, their device is generally held
at arm’s length, so moves on a roughly spherical surface. How-
ever, instead of assuming a pure rotation around the camera center
(homography-based tracking) or unconstrained movement with a
large enough baseline (SLAM), we propose SPLAT, a SLAM sys-
tem based on spherical Structure-from-Motion (SfM) and 2D track-
ing [33], paired with a new spherical 3D absolute pose solution. Our
system is implemented as a keyframe based tracking and mapping
pipeline using ORB features, similar to ORB SLAM2 [24].

We show that this approach is more robust to restricted parallax
through experiments on synthetic data (where ground-truth motion
is available). We also demonstrate its effectiveness on real video
sequences captured in several large spaces, including a stadium
environment during a live sports event.

Our tracker is based on the work of Ventura [33] and extended in
the following ways:

• We integrate the SfM methods into a complete real-time simul-
taneous localization and tracking system suitable for use in
Augmented Reality

• We present a method for computing absolute pose with a spher-
ical constraint



• We evaluate the performance of our spherical tracking system
in various synthetic and real environments.

Our implementation is built from scratch, and loosely based on
ORB SLAM2 [24] with the following contributions:

• We apply spherical constraint to the initialization, tracking,
and bundle adjustment

• We present a unique Keyframe Sphere data structure which
replaces the need for a keyframe culling mechanism.

2 BACKGROUND

The problem of determining a camera’s pose within an environment
(localization) and updating it over time (tracking) has been studied
for a long time. In the context of AR, the dominant approaches are
Simultaneous Localization and Mapping (SLAM) and panoramic
tracking. We review these two approaches, highlighting their limita-
tions for the task of localization and tracking in large environments
with limited (but not negligible) translational movement.

We focus primarily on visual localization and mapping with RGB
cameras. Depth cameras (RGB-D sensors) are not common on mo-
bile devices, and when present have limited range. Inertial sensors
are likely to be used in practical applications, but are often combined
with visual tracking and localization to overcome sensor drift.

2.1 Simultaneous Localization and Mapping

Simultaneous Localization and Mapping (SLAM) is a tracking ap-
proach originating from robotics. A robot typically moves through
its working environment and while moving, the robot builds up a
spatial map of the environment which it uses for tracking and local-
ization [7]. While the original approaches often used direct range
sensors [7] or multiple cameras [5], later research focusing on AR
scenarios showed variations of SLAM approaches that work in real-
time using a single camera only (e.g. MonoSLAM [6], PTAM [17]).
Since then, many approaches for monocular SLAM systems have
been introduced that differ mainly in what kind of features are taken
or how they are matched. Examples include the use of invariant im-
age features (e.g. ORB SLAM2 [23, 24]), dense image registration
(e.g. LSD-SLAM [9]), objects as landmarks (e.g. SLAM++ [30]),
and the use of deep learning to estimate pose [16] or compact scene
representations [1].

However, despite the differences in feature handling and match-
ing (or the lack thereof [9]), most monocular visual SLAM systems
rely on the same basic concept which is to have a reasonable par-
allax at some stages (e.g. initialization) to compute correct depth
information. In our work we use ORB SLAM2, one of the most
widely used SLAM systems, to represent a general SLAM system.
ORB SLAM2 is a keyframe based SLAM system, meaning that a
sparse set of frames are chosen for map update, while the others are
used for pose tracking only. It is capable of tracking moving cameras
in a variety of environments, and mapping the environment. The
method supports loop closure when returning to previously mapped
areas, bundle adjustment of the computed map, and re-localization
to recover from tracking failure [23, 24].

While all these SLAM systems have shown potential for tracking
in various types of indoor and outdoor environments, they are unable
to perform reliably in very large spaces when the user’s camera
motion is small. This is a significant problem for AR in large open
spaces, such as a stadium, as their environment will be much larger
than the typical office or home that these systems perform well
in. Furthermore, live event spectators such as sport spectators will
often be constrained to a fixed position or seat, moving only small
distances throughout an event which causes initialization problems
due to the small baselines.

2.2 Panoramic Tracking
Tracking of purely rotational movements has also been considered
previously within the research community. While one can use in-
tegrated hardware sensors such as compass and gyroscopes, these
are in practice not reliable enough to deliver precise information
for tracking the rotation of a mobile device. One of the first works
for using vision information for optical tracking was presented by
Montiel and Davison [21]. Their approach of a visual compass
uses an Extended Kalman Filter formulation of the general track-
ing problem applied to purely rotational tracking [8]. Later works
such as Envisor [8] or Panoramic Mapping and Tracking [22, 34, 35]
provided different algorithms for the same problem by building a
panoramic map. The former optimizes the algorithm for using the
GPU to achieve real-time performance while the latter optimizes the
handling of the panoramic map and the feature matching to achieve
real-time performance on a mobile device. Common to all these
approaches is that they require purely rotational movements and a
violation of those (e.g. when not rotating around the camera centre)
will introduce errors and ultimately tracking failure.

Panoramic trackers assume that the camera’s motion is purely
rotational (or, less commonly in AR, that the scene is planar). Under
these circumstances the images of the scene are related by homo-
graphies, and so can be mapped to a sphere (or plane) [32]. This
approach has two main drawbacks for our application. The first
is that while the camera movement is largely rotational, there is a
translational element. This is introduced by the camera position
being usually offset, and the fact the the centre of rotation is not
the phones’ camera centre in particular when held an arms length
from the user. This translation element is restricted (i.e. to arms
reach), but may be large enough that the assumption of (nearly) pure
rotational motion is violated. The second is that the visualization
of the event may rely on a 3D interpretation of the scene, which
panoramic trackers do not provide. Rather than forming a 3D model,
panoramic trackers represent the scene as directional rays from the
viewer’s location.

Hybrid solutions also exist that combine panorama tracking and
SLAM. Pirchheim et al. [26] describe a method to track through
periods of rotational motion in a general SLAM system. However,
they assume that there is a sufficient translational movement at some
point in the sequence to create the map. Gauglitz et al. [12] introduce
a method for tracking through both general and rotational motions
but do not build and localize from a global map.

2.3 Limitations for Users in Large Open Environments
Augmented Reality applications often assume that the user is in a
relatively small enclosed space, such as an office or workshop [17],
or moves freely through a larger environment [27]. In both of
these cases, the motion of the user is a significant fraction of the
size of the scene, providing a good baseline for triangulation-based
reconstruction. Alternatively, the user might view distant objects
from a single view point [19]. In this case the motion of the user
is insignificant compared to the size of the scene and panoramic
tracking is viable. We are concerned with the intermediate case –
where the user’s motion is small, but not negligible, compared to the
distance to the scene.

This case arises in our application of Augmented Reality for
sports spectators, where a large stadium environment (on the order
of 100m) is combined with limited motion of the user’s device (on
the order of 1m). Treating the motion as pure rotation leads to an
angular error on the order of 0.5°, which corresponds to tens of
pixels error on a typical HD display. A similar situation arises when
a seated user with a head mounted display (translations on the order
of 0.1m) views a large indoor scene (on the order of 10m).

The case of a seated, or otherwise stationary user does, however,
offer some advantages. The key advantage for our purposes is that
the user will be likely returning to the same position multiple times,



and will quickly be able to scan and observe their entire environment.
This means that some of the key advantages of typical SLAM

systems, such as loop closure, and regular addition of new keyframes,
become less useful. A SLAM system that is constrained to spectator
type motion would need to keep track of fewer keyframes, and would
rarely need to perform loop closure procedures.

Apart from the focus on our specific use-case of live spectators in
a stadium, we believe the applicability of our approach goes further
including many AR applications that use handheld devices in outdoor
environments. As Grubert et al. showed, when using AR browsers or
related applications, stationary position and rotation-only movement
is the dominant movement pattern [14].

Figure 2: Different spherical movements captured by a mobile phone
user in a stadium environment (color coded for different paths). Front
(left) and Top view (right).

3 APPROACH—SPHERICAL SIMULTANEOUS LOCALIZA-
TION AND MAPPING

As we have seen, existing approaches use specific constraints, par-
allax, or pure rotation that are often violated in the real world. In
this work, we present a new approach of spherical localization and
tracking that has, so far, not been widely considered. By doing so we
address the problems that arise when using state-of-the art SLAM for
mostly pure rotational movements. Our system represents a SLAM
approach based on spherical Structure-from-Motion [33].

Contrary to existing solutions, our approach does not assume a
large parallax, fixed position, or pure rotational movement. Instead,
our approach uses a spherical constraint introduced by Ventura [33].
The spherical constraint relaxes the fixed position of a camera and
instead allows a position which is on the surface of a sphere, and
a viewing direction parallel to the sphere normal (Figure 2 shows
different near-spherical user movements).

This has several advantages that we want to explore. Firstly,
as already shown by Ventura, the spherical constraint allows us to
use a minimal representation of the camera pose based on three
rotation parameters which only requires three point correspondences
to compute the relative pose between two cameras in contrast to
using five correspondences in the case of unconstrained movements.
More importantly, we argue that this spherical constraint is a better
approximation of the user’s movement when stationary in a large
environment such as in our sports stadium scenario.

In his work, Ventura only investigated the spherical constraint
for offline 3D reconstruction but did not implement a full tracking
system or a real-time spherical SLAM approach. In the following
we present our implementation of a SLAM based system using this
spherical constraint while later evaluating its performance using
synthetic and realistic data, and comparing it against state-of-the-art
SLAM. As part of our solution, we also propose a method for com-
puting the absolute pose with two 3D-to-2D point correspondences
with a spherical constraint.

Our spherical SLAM system uses a new data structure to store
keyframes (Sect. 3.1) and, as with many SLAM systems, has three
distinct stages: Initialization (Sect. 3.2), Tracking (Sect. 3.3), and
Mapping (Sect. 3.4). Fig. 4 depicts an overview of the whole system.

3.1 The Keyframe Sphere

We propose a new method for subdividing the space of possible cam-
era poses which is tailored specifically to a spherically constrained
keyframe SLAM system. We compute N points evenly distributed
across the surface of a sphere using the method of [29]. These points
act as anchors for the keyframe selection, with the goal of achieving
an even distribution of keyframes. This kind of careful keyframe
selection can help a SLAM system in scalability and performance,
with N acting as an upper limit on the possible number of keyframes.

Through experimentation, we found good results with N = 1000
anchor points. We also set a threshold that requires that a new
keyframe’s camera centre must be within some small distance of an
anchor point. We set this distance threshold to be equal to 25% of
the distance between two neighboring anchors. Setting larger values
here can cause issues, such as two similar keyframes being assigned
to different neighboring anchor points.

3.2 Initialization

We perform an automatic initialization step before we can start
with the tracking. For our application scenario this would be a
valid assumption, since we can assume that users would scan part
of the area with their mobile devices. Our system automatically
initializes a map and begins tracking when enough spherical motion
has occurred, using the process described below.

Feature extraction and tracking Our feature extraction
method uses ORB features [28]. We extract 2,000 keypoints and de-
scriptors in the initial frame. To match keypoints between successive
frames, we find matches using a pyramidal KLT feature tracker [2].
At each frame, we use these 2D matches to make an estimate of the
current pose relative to the initial frame.

Relative pose estimation We assume that the camera moves
on a mostly circular path with a constant radius from the origin.
Also, we assume that the camera viewing direction is parallel to the
normal of the sphere that is given by this radius. These assumptions
allow to simplify the pose estimation. The camera pose can then
be described as: [R|t] where t = [0,0,−1]T , and the camera center
c =−RT t. We use the spherical relative pose estimation of Ventura
[33] in combination with Pre-emptive RANSAC to discard outlier
tracks [25], and to determine an estimate of the current pose.

Triangulating the initial map Using the relative pose estimate
from the previous step, we determine if the angular motion is great
enough as determined by our Keyframe Sphere structure. If the poses
of the start and end frame fall within the distance thresholds of two
different anchor points, we proceed with initialization. We then
extract features in the final initialization frame, and match them to
the initial frame using the KLT tracks. Finally, we use the matches
and relative pose to perform triangulation to compute the 3D points.

3.3 Tracking

After the map has been initialized with two keyframes, and the
3D points from triangulation, we use this data as input for our
tracking method. The tracking step can be described by the following
components:

Feature extraction and tracking The extraction of ORB fea-
tures is very similar to the extraction from the initialization step.
Again we extract 2,000 keypoints and descriptors in the initial frame.
We use KLT feature tracking [2] to keep track of matches from the
most recent reference frame, or keyframe. This simplifies feature
matching in the mapping thread when new map points must be
triangulated.



Figure 3: Example output of our system. Left: tracked features overlaid with the current input frame. Right: Tracked poses (blue) alongside,
occupied (red), and unoccupied (black) keyframe anchor points.
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Figure 4: High level overview of our tracking and mapping system. The first component handles initializing a 3D map, and the Keyframe Sphere
before handing off to the tracking component. The tracking component tracks keypoints from the last reference frame, and creates new reference
frames when required by the Keyframe Sphere. The mapping thread updates the 3D-to-2D matches of the latest reference frame asynchronously,
triangulates new points, and updates the Keyframe Sphere.

3D-to-2D feature matching We next use the extracted ORB
features to obtain 3D-to-2D correspondences. We use the KLT tracks
to maintain references to 3D map points that were found in the last
reference frame. When the mapping thread finds new matches in the
reference frame, the tracking thread receives these asynchronously
via correspondences to the KLT tracks.

Absolute pose estimation To estimate the pose for each frame,
we use a novel Perspective-2-Point (P2P) method with a spherical
pose constraint within a pre-emptive RANSAC scheme to determine
the current pose, and an inlier set of matches [25]. Details of this
P2P solution are covered in Sect. 3.5.

Reference frames Once a frame is successfully tracked, we de-
cide whether or not it will become a reference frame. The reference
frame is updated when a tracked frame falls within the Keyframe
Sphere distance threshold of a new anchor point. When a reference
frame is created, the mapping thread matches its keypoints to all
neighboring keyframes, and merging the observations. This is equiv-
alent in some respects to loop closure when loops are small, and
drift is relatively small. Reference frames are essentially the result
of keyframe pre-processing, for keyframe creation. They may or
may not become keyframes as described in the following paragraph.

Keyframes A reference frame will become a keyframe if it’s
anchor point in the keyframe sphere is unoccupied. In this case,
the KLT tracks from the previous reference frame are triangulated,
and bundle adjustment takes place. Since the tracking thread is
acquiring many matches through KLT tracks to this frame, the new
map points are automatically assigned to the current tracked frame
as soon as they are ready. This allows new map points to be added
asynchronously.

3.4 Mapping
Once a frame has been tracked successfully, it is sent to the mapping
thread to use the newly visible feature points in the image to update
the map. The mapping thread has three main stages:

Guided matching When new keyframes are stored, the tracking
thread follows features from the latest reference frame using KLT
tracking as before. The mapping thread uses these results to guide
the matching of keypoints between these two frames.

Updating the map The previously computed matches are then
triangulated in a similar manner to the initialization phase. If more
than 50 map points were triangulated from the matches, then the
keyframe is considered successful, and is added to the Keyframe
Sphere data structure as described below.



Bundle adjustment In the mapping thread, after triangulation,
bundle adjustment takes place to optimize the 3D point locations,
and keyframe camera poses. To enforce a spherical constraint here,
we set the parameters for the camera translation to be fixed in the
optimization. Once this process is complete, we remove keyframe
references to outlier 3D points using the same reprojection threshold
we set in our tracking thread. We then update the positions of the
remaining points, and camera poses of the keyframes. We found
that running a small number of iterations (one to two) each time a
keyframe is added is a good way to keep map updates frequent. This
also allows for faster performance than full bundle adjustment as
used in [33] at the cost of some accuracy.

3.5 Spherical Perspective-2-Point Solution
One of the contributions of this work is a method for computing
absolute pose under the spherical constraint. This is a key component
of a tracking system which allows for computing the pose of a
camera relative to a pre-computed 3D map using correspondences
between the observed image points, and the 3D map point locations.
This is widely known as a Perspective-n-Point (PnP) problem. PnP
solvers are often used in SLAM systems to determine the pose of
the camera relative to the map. In the unconstrained case, solutions
require at least three 3D-to-2D correspondences to determine the
pose [10].

Previous work by Ventura [33] defines spherical motion as having
a fixed translation, causing the camera to remain on the surface of an
imaginary sphere. This section covers our solution to this problem
using 2 correspondences and a known translation vector t.

The 3D points Xw = {Xw
1 , ...,Xw

n }, and their corresponding ob-
servations xc = {xc

1, ...,x
c
n} are related by a known translation t,

unknown rotation R, and unknown scale factor λi:

RXi + t = λixi (1)

Since we assume that the camera motion is spherical, we can fix
t = [0,0,−1]T , so our objective is to compute R. Our approach is to
first compute the scale factors λi which can be used to unproject a
homogeneous 2D observation xc

i into a 3D point Xc
i in the camera

co-ordinate system. Finally, we can find R by aligning the two 3D
point sets using Horn’s method for absolute orientation [15].

We also know that the distances between each pair of 3D points
must be the same in both the world co-ordinate system, and the
unprojected (scaled) camera co-ordinate system. So we can produce
the following equations

||Xw
1 −Xw

3 ||
2−||λ1xc

1−λ3xc
3||

2 = 0 (2)

||Xw
2 −Xw

3 ||
2−||λ2xc

2−λ3xc
3||

2 = 0 (3)

We can also assume that our camera is facing outwards, with the
camera axis parallel to the normal of the sphere. This assumption can
give us one correspondence for free – that the world origin [0,0,0]T ,
located behind the camera, should always project to the center of the
image. So, let Xw

3 = [0,0,0]T , xc
3 = [0,0,1]T , and λ3 =−1.

Equations 2 and 3 can be solved for λ1 and λ2 respectively using
the quadratic formula, resulting in four solutions. Finally, R is
computed by applying Horn’s method to the two 3D point sets Xw

and Xc [15].

4 SYNTHETIC EXPERIMENTS

Our initial evaluation focuses on synthetic experiments with con-
trolled parameters in order to determine the theoretical limits of
SPLAT, and the other tracking algorithms. Brückner et. al. suggest
a framework for comparing relative pose estimation algorithms with
controlled 3D point data generated in a cuboid [4]. Our experiments
are similar in that we generate a 3D space of a known size and
structure. However, we generate points in a 3D sphere rather than a

Figure 5: Example of our synthetic video setup. The world texture is
projected onto a sphere with a variable radius (5 in this case), and a
camera (white) moves in a circle (orange) within this sphere.

cuboid, to have a finer level of control over the space size, and the
distance between the generated points and the simulated cameras.

4.1 Data preparation
We take a high resolution texture and map it to a sphere within a 3D
rendering software. To avoid unrealistic seams, the texture we use is
a high resolution equirectangular photograph of a church1 (Fig. 5).

Generating videos To simulate camera motion, we focus on
the simple case of a camera moving in a circular arc with a fixed
speed and radius. We run our experiment over 1,000 frames, (0.36◦
of rotation per frame), and an arc radius of 1 unit.

To determine how the tracking algorithms perform in spaces of
various sizes, we fix the circular arc radius of the camera, and its
movement and internal calibration parameters. We then vary the
radius of the textured world sphere at regular intervals ranging from
2 to 50. At each interval, we encode a lossless 30 fps video, resulting
in 49 videos which we use as input for the tracking systems.

Error evaluation Since we are interested in determining the
reliability of these systems, we look to evaluate a tracking rate, as
a measure of tracking robustness. In our experiment, we define
tracking rate as the ratio of the longest sequence of successfully
tracked frames with respect to the total number of frames input to
the system. We used this error metric (error metric A) to analyze the
suitability of three tracking algorithms.

Normalizing parameters All tracking systems we tested had
certain parameters which can influence when the system would
report a tracking failure. In all systems we set the number of detected
ORB features to 2,000, and the minimum number of 3D-to-2D
match inliers to 15. In both SPLAT and the Homography tracker,
we set the inlier reprojection threshold to 5.0 pixels.

4.2 Synthetic results
In our synthetic tests, we found that all three methods handled the
challenges of varying space sizes very differently. Our approach
was able to reliably track in all tested space sizes. Our results are
summarized in Fig. 6.

ORB SLAM2 Our results from this experiment showed that
ORB SLAM2 was able to track reliably with small space radii, but
as the space increased in size, tracking began to fail. Between radius
2 and 5, tracking was very reliable. Between 6 and 14, tracking was

1Original image captured by Jürgen Matern 2018, shared under the Cre-
ative Commons Attribution-Share Alike 4.0 International license.
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Figure 6: Tracking rate of our spherical tracker (blue), ORB SLAM2 (red), and a homography-based tracker (with two metrics: yellow and orange)
on our synthetic video sequences with different 3D sphere radii.

sometimes reliable, but would occasionally lose track. And due to
the nature of the circular video sequences, there are no opportunities
for the algorithm to relocalize. From a space radius of 15 and higher,
ORB SLAM2 was usually able to initialize, but would lose tracking
nearly immediately, resulting in very low tracking rates.

Homography Tracking We also compared our system to a
simple homography tracking system which we base on a simple
panorama stitching pipeline2. We modified it to perform sequential
matching, and use the same number of ORB features as the other
algorithms. Since this method is essentially performing homography
estimation between sequential frames with no propagation of ex-
isting matches (through feature tracking), it performed very poorly
when using our tracking rate metric A described in Sect. 4.1 (yel-
low line, Fig. 6). We include another more forgiving tracking rate
metric B, which is the percentage of sequential frame-pairs where
homography estimation was successful (orange line, Fig. 6). In both
error metrics, the homography estimation was less reliable when the
space size was smaller.

SPLAT Our spherical SLAM method was able to track reliably
in all test cases. We found that with a small space radius, our
algorithm is somewhat sensitive to the frequency of the map updates
– for example, if the keyframe sphere has too few anchor points. We
chose 1,000 anchor points, as this produced around 70 keyframes
from a full circle, which is similar to ORB SLAM2. We also found
good results with as few as 250 and as many as 2,000 anchors, with
larger values producing more keyframes at the cost of performance.
When tracking in small spaces, small camera movements can result
in large disparity, making the movement appear faster as a result.
We do show, however that our method is much more reliable than
ORB SLAM2 in this scenario, and that homography-based tracking
can struggle with smaller space radii. In the next section, we test
our method on real data captured from a mobile device, in order
to determine how reliably we can track when the movement is not
perfectly spherical.

2https://opencv.org/release/opencv-3-4-3/

5 REAL DATA EXPERIMENTS

For our real life experiments, we captured a set of ten video se-
quences with different light conditions, and in environments of
various scales, including a large sport stadium. The data was cap-
tured with a OnePlus 6 smart phone at a framerate of at least 30Hz
and a resolution of 1920×1080.

5.1 Experimental method
During the capture, the mobile phone was rotated around the body
of the user at a length of the user’s arm. This constraint was not
enforced strictly, and all sequences were captured casually from
either a fixed seated or fixed standing location. In order to compare
our SLAM system to state-of-the-art, we run ORB SLAM2 in a
similar way to our system, configured with the same calibration
parameters and number of ORB features.

Since we have no ground truth pose or point data for the real
experiments, the experiments in Sect. 5.2 are presented using a
tracking rate defined by the states of either tracking or lost tracking.
Both systems are configured to avoid re-initialization when tracking
is lost, and will instead attempt to re-localize from the previously
initialized map. To measure our pose accuracy, we compare poses
output by our system to output from a RealSense T265 Tracking
Camera. This device is state-of-the-art hardware, purpose built for
real-time motion tracking. This is discussed in Sect. 5.3.

5.2 ORB SLAM2 Tracking Rate Comparison
In general, the experiments confirm our initial findings from the
synthetic experiments. In particular, that ORB SLAM2 has prob-
lems tracking in large spaces. The results from the experiments
are depicted in Fig. 7. We tested our method and ORB SLAM2 on
several video sequences in the manner described in Sect. 5.1.

ORB SLAM2 performed well in large spaces some of the time.
In tests Field, and Stadium-1, tracking was robust once initialized.
However, in Stadium-2, tracking was lost shortly after initialization.
Both of these sequences were taken from a sport spectator perspec-
tive within a live rugby game. This could suggest that tracking
success is dependent on a successful initialization in large spaces.

SPLAT tracked robustly in all of the sequences, with a slightly
delayed initialization in Stadium-1. A delayed initialization in our



Figure 7: Tracking timelines of ORB SLAM2 compared to our Spherical SLAM system across ten video sequences at 540p video resolution. Blue
represents a successfully tracked frame, red represents an untracked frame. We show the percentage of successfully tracked frames (metric B)
alongside each sequence.

system would usually mean that the triangulation resulted in some
points behind the camera. These initializations can be caused by
moving objects, such as other spectators, or insufficient parallax,
and are discarded.

In general, we found high tracking rates with our algorithm. This
is desirable for Augmented Reality applications, and would reduce
the amount of work needed to be done by a re-localization module.
A common use case of our method would be with full integration
into a global localization module, and perhaps registering to a prior
model of the environment. Such registration can be computationally
expensive, so maintaining robust tracking rate is important.

In some of the very large spaces, such as Stadium-1 and Stadium-
2, our method takes a little more time to initialize. But once initial-
ized, tracking is robust. The largest space in all of our test videos
was River-far, depicting a large building from across a river. This
case was able to initialize quickly with SPLAT, but did not perform
well with ORB SLAM2. Notably, ORB SLAM2 initialized more
quickly on River-close, which falls in line with the synthetic results,
where initialization was fast on smaller scenes.

5.3 RealSense Accuracy Comparison
To determine accuracy, and to see how well the spherical motion
constraint holds true to real AR user motion, we compared our pose
outputs to a RealSense T265 Tracking Camera. The RealSense
tracker provides a SLAM solution integrating stereo fisheye cameras
with inertial measurement. This provides us with reference trajecto-
ries independent of the video stream used to compute SPLAT and
ORB SLAM2 tracks, but cannot be considered absolute ‘ground
truth’ as the RealSense solution is subject to drift and other tracking
errors. This data was separate from Sect. 5.2, was captured from the
stadium stands, and models a spectator viewing a sports event and
tracking play on the pitch.

The trajectories from SPLAT and ORB SLAM2 were aligned
to the RealSense tracking path and compared using the TUM eval-
uation tools [31] which compute the absolute trajectory error and
relative pose error. The absolute trajectory error (ATE) is the aver-
age difference between two estimated locations at each time after
least-squares alignment with a rigid transform, while the relative
pose error (RPE) measures the difference in estimated motion of the
aligned trajectories over a short period (we use 6 frames, or 0.1s).
The RPE gives values for both translational and angular errors. The
RealSense reports translations in units of meters, which we adhere
to in our results. These results are shown in Table 1.

The ATE values indicate that ORB SLAM2 generally gives better
alignment to the RealSense data by a small margin, but the relative
pose over short periods is more accurately estimated by SPLAT,
with better estimation of both translation and orientation over short

time-frames (0.1 seconds). Statistical validation of these differences
needs to be dealt with carefully since the relative pose errors are
not independent of one another for overlapping time segments. To
overcome this we take sequential non-overlapping 0.1s (6 frame)
periods. Furthermore there are eight comparisons (translation and
pose for each sequence), so a Bonferroni correction is applied to our
significance threshold. Starting with a threshold of p = 0.05 yields a
corrected significance threshold of p = 0.00625. Two-tailed paired
t-tests then indicate a significant improvement in RPE for SPLAT
over ORB SLAM2 for both translation and rotation in the sequence
Spectator 1 and for rotation in Spectator 4. Translation in Spectator
3 is close to the corrected threshold (p = 0.0077). All other cases
have p−values larger than the uncorrected threshold.

The differences in ATE are more difficult to interpret, since the
ATE between SPLAT and ORB SLAM2 is generally smaller than
the ATE between either tracker and the reference (RealSense) path.
This could indicate some over-all drift in the RealSense tracking.
The short-term relative poses (as used in the RPE transformation)
should be more reliable due to the integration of inertial sensors in
the RealSense tracking. Despite these limitations, the RealSense
provides a reference for comparison that is computed independently
from the SPLAT or ORB SLAM2 trackers. From this comparison
it appears that SPLAT and ORB SLAM2 provide similar accuracy,
with SPLAT providing a statistically significant improvement in
relative pose estimation over short periods in some cases.

5.4 Performance
The spherical tracking method runs currently with an average of
25.1 frames per second with 2,000 ORB features per frame, at
a resolution of 960×540. With 750 features, we maintain similar
tracking rates at a framerate of 35.6 frames per second. The hardware
we use is a modern desktop with an Intel Core i9 processor. The
method is so far not optimized for speed.

We profiled the per-frame execution time of our Spherical P2P
solver and compared this to OpenCV’s P3P solver (cv::solveP3P) [3]
which is based on the method by Gao et al. [11]. We ran the same
video sequence on both algorithms within the same SLAM frame-
work, taking timings before and after the RANSAC computation.
We use Pre-emptive RANSAC [25] with 500 samples, and a block
size of 50. Due to the unconstrained pose from general P3P solver,
the tracking produced unsatisfactory results for an AR application,
while our method produced more stable pose output. Both algo-
rithms were able to successfully track to the end of the sequence
once initialized, for a total of 443 frames.

The results of a paired two-tailed t-test are shown in Table 2.
Spherical P2P shows small but significant speedup (p ≤ 0.0001).
This suggests that using a spherically constrained pose solution in



SPLAT ORB SLAM2
Data Set n ATE (m) Translation (m) Angle (deg) ATE (m) Translation (m) Angle (deg)

Spectator 1 1339 0.026±0.017 0.0070±0.0032 0.64±0.35 0.024±0.015 0.0075±0.0034 0.67±0.39
Spectator 2 808 0.016±0.007 0.0076±0.0040 0.68±0.42 0.017±0.009 0.0081±0.0053 0.72±0.48
Spectator 3 519 0.014±0.006 0.0053±0.0041 0.69±0.38 0.013±0.006 0.0058±0.0043 0.71±0.38
Spectator 4 901 0.026±0.016 0.0053±0.0033 1.01±0.57 0.028±0.016 0.0054±0.0034 1.14±0.62

Table 1: Absolute trajectory error (ATE) and relative pose error for SPLAT and ORB SLAM2 compared to RealSense tracking reference poses.
Relative pose errors are computed as translation and rotation differences over 6 frame (0.1s) intervals.

place of a general solution can offer performance benefits, despite
our less-optimized overall solution. The mean performance improve-
ment per frame was approximately 6ms, which could account for a
reasonable framerate boost.

Method Mean (ms) SD SEM N
Spherical P2P 22.31 9.68 0.46 443
OpenCV P3P 28.36 10.76 0.51 443

Table 2: Profiling results of OpenCV’s implementation for solving P3P
problems and general camera motion compared to our constrained
Spherical P2P solution.

6 AR PROTOTYPE

We integrated the spherical SLAM into an AR prototype. For this
purpose, we use the computed poses to place the virtual content at
the corresponding location within the real environment. The AR
prototype uses the OpenGL for rendering and the Assimp library3

for model loading. We implemented different prototypes, one for
visualizing 3D content for stadium environments (more specifically
Rugby, Figure 8, right), one for sightseeing applications visualizing
labels corresponding to sights in an urban environment (Figure 8,
left) as well as a guide for lecture theaters. For content placement in
these AR applications, we make use of the 3D point cloud created
by the SPLAT system. By selecting a 3D point in the point cloud
with a mouse click, we place content at this location.

Through our AR prototype, we were able to demonstrate some
important advantages in visualization that our SLAM system has
over a typical homography-based tracker. In many AR scenarios, it is
desirable to place virtual objects at different depths in the scene (such
as small widgets near the user, and large billboards in the distance).
While it is possible to render these objects with homography-based
tracking, the objects would exhibit no motion parallax with respect
to each other as the user moves. This kind of rendering would
only be correct if the user rotated about the camera center, which
is unrealistic. With our system, the objects can appear to cross
over each other as the user moves, adding an extra depth cue, and
resulting in a more convincing visualization. In our demo, we do
not address the fact that our system operates at an arbitrary scale.
However, localizing tracked frames to an existing map of known
scale could provide the information required for scale correction.

7 CONCLUSION AND FUTURE WORK

In this work, we proposed SPLAT—a SLAM system based on spher-
ical motion assumption. We presented a method for computing
spherically constrained absolute pose relative to a 3D map, and
integrated this into a complete tracking solution.

Our method showed more reliable tracking rates compared to
state-of-the-art ORB SLAM2, and we compared the accuracy of
both methods to reference data from a RealSense tracking camera.
We found that while ORB SLAM2 had advantages in absolute tra-
jectory errors, our method performed more reliably in synthetic
and real experiments. Our experiments showed SPLAT’s ability to

3http://www.assimp.org

track reliably in spaces of a range of sizes, and we demonstrated
its application through an AR rendering system. When presented

Figure 8: Application scenarios for Augmented Reality Prototype. Left)
Sightseeing application. Right) Virtual display board for rugby.

with spherical motion data, a general SLAM system can be ex-
pected to operate reliably in small spaces, while a panoramic tracker
would perform reliably in large spaces. However, our method can
be applied to many environments ranging in scale from an office
laboratory to a large sport stadium, provided the camera motion
is spherical. This has many direct applications, and is useful for
situations where the environment scale is unknown.

For future work, we want to focus on improving performance
of the system as a whole, as our initial profiling shows perfor-
mance advantages in using a simpler spherical pose computation.
We also think that more investigation into the benefits of our
Keyframe Sphere data structure could be useful, such as using it
to reduce global bundle adjustment overhead, in a similar way to
ORB SLAM2’s essential keyframe graph.

There is potential for extending this system to a hybrid method
(similar to [13]), combining both spherical and general motion by
linking multiple Keyframe Spheres and tracking general motion
between locations. A method like this would be useful in tourist ap-
plications, where users are moving from point-to-point, occasionally
initiating spherical motion when they stop to look around.

Acquiring ground-truth pose data for large scale video sequences
is a priority, and would allow for more extensive accuracy evalua-
tions. It is difficult to attain this, since ground-truth must respect the
spherical motion assumption. More accurate reference data could
come in the form of video sequences registered to pre-computed
Structure-from-Motion models, but would be subject to error.

Finally, pairing our tracking system with a global localization
method would improve its usefulness in AR. In a sport stadium, for
example, this would allow AR content to be easily placed in mean-
ingful locations, and be displayed correctly for multiple spectators.
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