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Figure 1: CasualVRVideos. Left) Input video frame captured by mobile phone camera ( Museum sequence ). Middle and Right)
CasualVRVideos displayed for VR usage (displays image for left and right eye).

ABSTRACT

Thanks to the ubiquity of devices capable of recording and playing
back video, the amount of video files is growing at a rapid rate.
Most of us have now video recordings of major events in our lives.
However, until today, these videos are captured mainly in 2D and
are mostly used for screen-based video replay. Currently there is
no way for watching them in more immersive environments such
as on a VR headset. They are simply not optimized for playback in
stereoscopic displays or even tracked Virtual Reality devices.

In this work, we present CasualVRVideos, a first approach that
works towards solving these issues by extracting spatial information
from video footage recorded in 2D, so that it can later be played back
in VR displays to increase the immersion. We focus in particular
on the challenging scenario when the camera itself is not moving.
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1 INTRODUCTION

Mobile phones and other video-capable devices such as action cam-
eras led to a drastic increase of public and private video material.
Thanks to improved video quality, we increasingly record videos
instead of photos for major events in our lives. At the same time, we
see more displays in the consumer market that are capable of play-
ing back more immersive video footage such as stereo projectors,
3D TVs, but also differently priced VR devices ranging from mobile
phone driven VR headsets to fully tracked desktop PC powered VR
headsets. Common to all of these devices is that they are capable
of playing back videos in a more immersive way but require full
3D or some kind of depth information. However, for creating such
3D videos, additional equipment [5] or multiple-cameras setups [6]
are required. Setups for capturing more sophisticated light fields
are even more complex [2]. These setups are often not accessible to
casual users. Computing 3D with depth from mono approaches [4]
creates its own problems for VR consumption such as the egomo-
tion of the camera that is likely to create motion sickness. In order
to address those challenges, we propose CasualVRVideos a novel
way to create VR experience from casual videos.

2 CASUALVRVIDEO COMPUTATION

The main goal of our approach is to extract 3D data from stationary
videos for VR consumption. We define stationary videos as videos
that are captured by a person in one location only changing their
viewing direction, a movement pattern that is often observed when
capturing outdoor events. A challenging scenario as we can not rely
on standard structure-from-motion (SfM) approaches. Our approach
aims to address rotating as well as completely fixed captures.

To achieve our goal we need to extract 3D data for each frame of
the 2D video sequence. In our approach, we differentiate between
static scene elements (e.g. building walls) and dynamic scene ele-
ments (e.g. people) in the scene to maintain consistency of static
parts of the scene and reduce the amount of data that is stored.
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Figure 2: Overview CasualVRVideo Computation. 1) The input video is analysed for camera movements and is used to extract
depth maps. 2) Based on the type of camera movement, we use for different approaches to extract 3D data representing the
static background. 3) Computing 3D meshes from the dynamic foreground elements by combining instance segmentation and

single view geometry. 4) Rendering in a VR headset.

Our method is based on four steps (Figure 2): We start with
analyzing the input video for camera movements using spherical
SfM [1] and compute depth maps. The next step is the extraction
of static scene elements. Based on the type of camera movement,
we use different approaches to extract 3D data representing the
static scene elements. For sequences with only small rotations we
use 3D structure analysis on the starting frame to extract a pho-
topopup like 3D structure [3]. For larger rotational movements, we
use spherical SFM for creating a stereo panorama from the static
background [1]. We use the pose data that results from the camera
movement analysis step in combination with instance segmentation
and single view geometry to compute billboard like 3D meshes from
the dynamic foreground elements. Finally we render the computed
3D representations for the static scene elements represented by a
photopopup model or a stereo panorama as well as the dynamic
billboards in a VR headset.

3 CASUALVRVIDEO REPLAYS

Once we have the 3D representations for static scene elements
and the dynamic parts for each frame of the video computed, we
render them in a VR headset. Our CasualVRVideo replay application
is based on WebXR! in order to provide platform flexibility. The
results of the CasualVRVideo computation step are untextured 3D
meshes. In order to give those meshes the correct appearance, we
use projective texture mapping to re-project the background image,
as well as the video frames onto the computed 3D meshes. For both
texture mappings, we setup a projection matrix that is given by the
intrinsics and extrinsic of the camera for each frame of the video
sequence. The texture for the static elements in a static camera
sequence is fixed and a single image. In contrast for the dynamic
elements in all types of sequences, we use video texturing. Here,
we make sure that we use the right video frame as well as the
correct transformation matrix for the corresponding dynamic mesh
by using frame indexing. For this purpose, we store each dynamic

Thttps://www.w3.org/TR/webxt/

mesh with a frame index describing the video frame it was extracted
from.

4 RESULTS

We tested our method with a set of different video sequences. As
there is currently no standard dataset available for creating casual
VR videos, we created our own dataset to cover different egomotion
patterns such as fixed camera (Figure 1), very small camera move-
ments (rotations), as well as lager camera movements (rotation).

We tested the results of the CasualVRVideo for suitability of
rendering them in a VR headset. All CasualVRVideo results for our
test sequences were possible to be display as a complete sequences
in our VR headset (Oculus Quest, 60FPS). This is in contrast to our
results with regards to using 3D models created from depth from
mono approaches.

5 CONCLUSIONS AND FUTURE WORK

We proposed CasualVRVideos, an approach for creating immer-
sive experiences from casually captured videos by stationary users,
posing a challenging input to standard 3D reconstruction methods.
By combining image processing, single view geometry and deep
learning we are able to extract simplified 3D information for each
video frame. We show that this 3D representation creates compact
data representations and is suitable for display in a VR headset.

The results that we achieved so far allow users to explore all our
test video sequences within immersive way. We tested them in a
VR headset (Oculus Quest) that allows for 6DOF motion.

Currently our approach purely focuses on stationary video se-
quences. In the future we plan to expand this by integrating tradi-
tional SfM into our pipeline.
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